ADAPTIVE FLOATING NODE METHOD FOR THE MODELLING OF DELAMINATION FRACTURE OF COMPOSITES
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ABSTRACT

The traditional cohesive element (CE) has been developed and widely employed to model the delamination and matrix cracking in composite materials. However, since it is based on the cohesive zone model (CZM), an extremely fine mesh along the potential crack path is required in order to achieve accurate predictions. Sufficient number of CEs must be embedded within the cohesive zone ahead of the crack tip or delamination front, resulting in prohibitively high computational cost for application to composite structures. To address this problem, an adaptive floating node method (A-FNM) is developed in this work. Element with adaptive partitioning capabilities is formulated and by transforming the element configurations adaptively, the localized refinement and coarsening schemes are applied on an originally coarse mesh. It is demonstrated that, without loss of accuracy, the present method greatly simplifies the modelling procedures and reduces the computational cost.

1 INTRODUCTION

Recently, an approach called the floating node method (FNM) for explicitly introducing discrete multiple cracks in finite elements (FE) for progressive damage modelling in laminated fibre-reinforced composites (FRC) has been proposed [1, 2]. It is particularly effective for modelling damage in cases involving strong and multiple interactions between evolving matrix cracks and delamination, where the smeared crack and material property degradation models do not always yield accurate results [3-5]. The FNM essentially seeds additional degrees of freedom (DOF) through “floating” nodes which are positioned in the FE mesh as the cracks, delamination or damage progress through the structure until final failure. Without remeshing the original FE model, the mesh near the advancing damage regions is progressively refined, driven by the mechanics and physics of the fracturing and damaging processes. This approach however, is computationally intensive because all the cracks are represented explicitly with cohesive elements and the element sizes must be kept smaller than the cohesive zone [6, 7].

In this study, an adaptive floating node method (A-FNM) which may potentially reduce model size and computational effort is proposed. In a growing damage region or advancing damage front, it is necessary for the mesh to be very fine; however, in the intact region and in the wake of the front within the damaged region, there is less need for the increased refinement. In the proposed A-FNM, elements with adaptive partitioning capabilities are designed such that a coarse overall mesh may be used and local refinement and coarsening may be applied within damaged elements only. Conceptually, this could be particularly useful in cases of advancing delamination or concentrated damage fronts. The proposed A-FNM element (Fig.1 (a)) may be formulated as a master element (b), a refined element (c) and a reverted element (d), depending on the progressive damage process, i.e. the adaptive refinement and coarsening scheme is implemented during the analysis. The implementation and application of the AFNM will be presented in the following chapters.
2 ADAPTIVE FLOATING NODE METHOD (A-FNM)

The A-FNM as well as the refinement & coarsening schemes is illustrated by analysis of delamination growth in a double cantilever beam specimen. As shown in Fig. 2, the global nodal connectivity of the example is,

\[ \text{I: } \{1, 2, 7, 6, 11\text{--}14, 15\text{--}18, 31\text{--}54\} \]
\[ \text{II: } \{2, 3, 8, 7, 15\text{--}18, 19\text{--}22, 55\text{--}78\} \]
\[ \text{III: } \{3, 4, 9, 8, 19\text{--}22, 23\text{--}26, 79\text{--}102\} \]
\[ \text{IV: } \{4, 5, 10, 9, 23\text{--}26, 27\text{--}30, 103\text{--}126\} \]

Figure 1: Element configurations.

This nodal connectivity will remain constant throughout the analysis when the refinement and coarsening schemes are performed, and hence the global successive remeshing and mapping operations are not required.

A refinement zone ahead of the crack tip is defined, such that all the elements within this refinement zone should be converted to the refined elements (Fig. 2). Physically, it defines a critical region in front of the crack tip, where stress gradient is very high and small size of CEs must be used to accurately capture the highly nonlinear material behaviors.
Since localized nonlinearity and intense stress variation ahead of the crack front is captured by the refined element configurations, the size of the sub elements should be sufficiently small. This length scale requirement is determined by the length of cohesive zone $l_{CZ}$, which can be estimated based on materials properties and loading conditions. For an accurate finite element modelling, it has been demonstrated that at least three CEs are required within the cohesive zone [6-8]. Hence, the size of the sub CEs in a refined element is given by,

$$l_{CE} = l_{CZ}/3$$  \hspace{1cm} (2)$$

![Diagram showing element modelling](image)

**Figure 2:** An example of A-FNM element modelling: (a) floating node numbering and global connectivity; (b) initial configuration with master elements; (c) refined elements in the refinement zone; (d) moving refinement zone within the mesh.

In this study, the length of the refinement zone, $l_{CZ}$, is set to be three times the length of the cohesive zone,

$$l_{cf} = 3 \cdot l_{CZ}$$ \hspace{1cm} (3)$$

According to the Fig. 3, which shows the normal traction vs. the distance ahead of the crack tip, the refinement zone given by Eq. (3) is able to cover the critical high-stress-gradient region and hence accurate predictions should be expected.
3 NUMERICAL VERIFICATIONS

In this section, the proposed A-FNM is applied to modelling the delamination failure of composite laminates. The adaptive floating node element (A-FNE) shown in Fig. 1 is implemented as a user-defined element (UEL) in in Abaqus software package (version 6.14). With such an A-FNE, interfacial delamination under mode-I, mode-II and mixed-mode loading can be easily simulated. To demonstrate the correctness and efficiency of the A-FNM, some representative numerical examples reported in the literature are studied in this section [9, 10]. The material properties for numerical analysis are listed in the Table 1.

<table>
<thead>
<tr>
<th></th>
<th>$E_{11}$</th>
<th>$E_{22}$/$E_{33}$</th>
<th>$G_{12}$/$G_{13}$</th>
<th>$G_{23}$</th>
<th>$v_{12}$/$v_{13}$</th>
<th>$G_{Ic}$</th>
<th>$G_{IIc}$</th>
<th>$\sigma_{max}$/$\tau_{max}$</th>
<th>$\eta$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DCB</strong></td>
<td>135.3</td>
<td>9</td>
<td>5.2</td>
<td>3.08</td>
<td>0.24</td>
<td>0.28</td>
<td>-</td>
<td>57</td>
<td>-</td>
</tr>
<tr>
<td><strong>ENF</strong></td>
<td>135.3</td>
<td>135.3</td>
<td>-</td>
<td>-</td>
<td>0.25</td>
<td>-</td>
<td>4</td>
<td>57</td>
<td>-</td>
</tr>
<tr>
<td><strong>MMB</strong></td>
<td>135.3</td>
<td>9</td>
<td>5.2</td>
<td>3.08</td>
<td>0.24</td>
<td>4</td>
<td>4</td>
<td>57</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 1: Material properties used in section 3.

3.1 Double cantilever beam (DCB) test: mode-I delamination

Figure 4: DCB test, set-up and loading conditions.
As shown in Fig. 4, a typical DCB problem illustrated in [10] is studied. The dimensions of the beam are length $2L = 100\text{mm}$, thickness $h = 3\text{mm}$ and width $20\text{mm}$. An initial crack of length $a = 30\text{mm}$ is embedded in the beam and the material properties adopted for this DCB tests are shown in Table 1. The crack is opened and propagates under the prescribed displacements $\Delta$ at the endpoint of the embedded crack.

![Figure 5: DCB test, comparison between traditional FEM models and A-FNM models.](image)

![Figure 6: DCB test, comparison between traditional FEM models and A-FNM models.](image)
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<table>
<thead>
<tr>
<th>Mesh size (mm)</th>
<th>0.2</th>
<th>AFN 1-0.2</th>
<th>AFN 3-0.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computational time (s)</td>
<td>640.58</td>
<td>368.82</td>
<td>336.71</td>
</tr>
</tbody>
</table>

Table 2: DCB test, computational cost for different models.

The comparison of the numerical results from different models are given in Fig. 5 and Fig. 6. As can be observed, the globally 1mm mesh is too coarse to correctly capture the onset and propagation of delamination, while globally refined 0.2mm mesh provides accurate predictions. If A-FNM is adopted, an adaptive 1-0.2mm mesh is applied in the FE analysis (Fig. 5c), and the local refinement zone will move consistently with the advancing crack front. In this case, the loading response as well as the predicted damage evolution shows good agreement with the results obtained from the globally refined model. Hence, accurate simulations are achieved using the A-FNM.

Furthermore, another case with 3-0.2mm mesh is also studied using the A-FNM. For this scenario, the original A-FNE mesh is 3mm, and the initial CE is divided into 15 sub-CEs in the refined configurations to meet the 0.2mm size requirement. Similarly, accurate prediction is expected as shown Fig. 6.

The computational cost for different modelling schemes is shown in Table 2. As can be expected, globally fine mesh is able to faithfully predict the material behaviors, but huge amount of computational time is required as well. In contrast, if the A-FNM is applied, only elements within the refinement zone are converted to the refined configurations, the overall refined mesh is avoided and the computational time is saved by up to 47%, as shown in Table 2. Meanwhile, the high stress gradient can also be correctly captured by the moving local refinement, which ensures an accurate prediction for the delamination propagation.

Therefore, based on the previous discussions, both efficiency and accuracy are achieved by employing the A-FNM in the numerical modelling.

3.2 End notch flexure (ENF) test: mode-II delamination

As shown in Fig. 7, the ENF mode II fracture problem reported in [9] is studied. The dimensions of the beam are length $2L = 100$mm, thickness $h = 3$mm and width 1mm. An initial crack of length $a = 30$mm is embedded in the beam. The material properties used in the simulations are listed in Table 1. The prescribed displacement $\Delta$ is applied at the center of the beam. The results are shown in the following.

<table>
<thead>
<tr>
<th>Mesh size (mm)</th>
<th>5</th>
<th>1</th>
<th>A-FNM 5-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computational time (s)</td>
<td>23.2</td>
<td>29.09</td>
<td>24.47</td>
</tr>
</tbody>
</table>

Table 3: ENF test, computational cost for different models.
Figure 8: ENF test, comparison between traditional FEM models and A-FNM models.

3.3 Mixed-mode bending (MMB) test: mixed-mode delamination

As shown in Fig. 9, the mixed-mode fracture problem reported in [9] is studied. The dimensions of the beam are length $2L = 100\text{mm}$, thickness $h = 3\text{mm}$ and width 1mm. An initial crack of length $a = 30\text{mm}$ is embedded in the beam and the material properties used in the simulations are listed in Table 1. The prescribed displacement is applied at the right end of the rigid lever (with $c = 41.5\text{mm}$). The left point A of the lever is connected to the beam through a hinge connection, while the point B can slide freely on the center of the beam. The displacement $\Delta$ and force $P$ at point A are measured for the loading response curves. The results are shown in the following.

<table>
<thead>
<tr>
<th>Mesh size (mm)</th>
<th>3</th>
<th>1</th>
<th>A-FNM 3-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computational time (s)</td>
<td>16.99</td>
<td>45.92</td>
<td>19.89</td>
</tr>
</tbody>
</table>

Table 4: MMB test, computational cost for different models.
Figure 10: MMB test, comparison between traditional FEM models and A-FNM models.

4 CONCLUSIONS

This paper presents a novel and efficient finite element (FE) technique for modelling delamination in laminated composites materials. The proposed adaptive floating node method (A-FNM) is able to deal with excessive mesh size requirement of the cohesive element (CE), and hence significantly reduces the computational cost.

An adaptive floating node element (A-FNE) with several elemental configurations is developed, namely, the master element, refined element and coarsened element. Based on the cohesive zone model, a refinement zone ahead of the crack tip is defined, such that the A-FNE within this zone should be transformed into the refined configuration to capture the highly nonlinear failure process. While, outside the refinement zone, a relatively coarse master element can be adopted to simply describe the smooth material behaviors. In this sense, by altering these prescribed element configurations adaptively with the damage evolution, local elemental refinement and coarsening schemes are performed.

Several numerical examples, including mode I, mode II and mixed-mode loading scenarios, are provided to demonstrate the performance of A-FNM. As shown in the previous chapter, both efficiency and the accuracy can be achieved by adopting the A-FNM in modelling delamination of composite laminates. The proposed A-FNM can also be easily applied to simulating other cohesive cracking problems, given the properly designed A-FNEs and the associated transformation criteria. The computational time will be reduced while accurate predictions can still be guaranteed.
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